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ABSTRACT: With the Internet everywhere these days, everyone relies on a wide range of online news sources. It has 

become increasingly common for news to spread rapidly among millions of people in a very short amount of time as 

Facebook, Twitter, and other social media platforms have gained popularity. Initially, fake news spreads across social 

media platforms and later finds its way onto traditional TV and radio news. The results of this study are presented and 

discussed in this paper. In order to identify whether the news is false or true, Naive Bayes classifier and SciPy tools are 

used in conjunction with natural language processing and Naive Bayes algorithms to extract quotes from the news 

articles and calculate the likelihood percentage based on the extracted quotes. 
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INTRODUCTION: 

Today, most of our lives are spent online, including using social media platforms like Facebook, Twitter, etc., and there 

are fewer people who try to avoid social media sites. Rather than being spread through newspapers, most fake news 

today is spread on social media platforms and then on other media channels as well. As soon as the news is posted on 

social media, it spreads quickly, and finding the source of the news is difficult, for example, where the news came from 

and who started it. False news spreads throughout the country, and many people believe it is real news rather than fake 

news, which will negatively impact each individual in society. By spreading fake news, social media not only benefits 

but also affects people in one way or another. It is unlikely that fake news will spread spontaneously through newspapers 

or physical documents, rather than through social media. There are times, however, when false information or news is 

deliberately spread on social media for financial reasons and in particular in politics, for reasons of spontaneity and 

speed. In addition, social media allows news to spread quickly and spontaneously. There are also estimates of millions 

of fake news posts spreading through Twitter, Facebook, and other social media outlets. Many scientists believe that 

machine learning algorithms and techniques can be used to address fake news issues. Natural Language Processing 

(NLP) is a tool whose purpose is to process text and classify it using a variety of algorithmic and technical techniques. 

We discussed the Naive Bayes algorithm here as one such method. The probability of words is calculated by counting 

how many words there are, how many verbs there are, and how many unique words there are. We present and discuss 

how to calculate the probability score and identify real and fake news using the Naive Bayes classifier. 

 

 

 

 

  

http://www.jetir.org/


© 2022 JETIR June 2022, Volume 9, Issue 6                                                                  www.jetir.org (ISSN-2349-5162) 

JETIR2206604 Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org g22 
 

FRAMEWORK: 

As we all know, fake news has become one of the biggest problems of our lives not just back then but now as well. It 

has caused a lot of problems and has affected every individual and every business in one way or another. Before, we 

didn't have any technology to determine what news was fake and what news was real. In other words, they just had 

people manually seek out news from various sources to see whether it is real or fake. Many times, when we receive the 

news, we don't even realize that its news, and we assume its real news without realizing it. So, as the days passed, 

technology has become more prevalent. In addition, with these new emerging technologies, it has become easier to 

detect fake news than it was in the past. Let's now discuss the characteristics of fake news.    

 

FAKE NEWS: 

It has been shown that fake news can be detected in many different ways. One way to identify fake news and debug it 

is to check the facts. Fake news usually has many mistakes in grammar. The fake news usually highlights the text with 

different colours. They will try to emphasize the text or the news and affect the readers' opinion. Text sources will also 

not always be accurate. As well as their case, URLs may contain special symbols and numeric characters as well as 

special symbols and numerals, which may also be displayed in the URL. It is not always true that all the news that 

shows such types of content is true. As well as clicking the highlighted buttons, attackers also attempt to catch the 

attention of the readers or viewers.   

 

PROPOSED SYSTEM: 

It has been shown that the Naive Bayes algorithm is one of the methods of supervised learning. In this paper, we use 

Python libraries such as Sci-kit as the main tools. Python is an open-source IDE that you can download and install. 

Python comes with many extensions and libraries that allow you to work with emerging technology, Machine Learning. 

Sci-kit libraries contain machine learning algorithms from all over the world. With Django, you can build web pages 

using HTML, CSS, and Javascript. Implementation on the client-side will be accomplished using Sci-Kit. 
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PROCESS FLOW: 
 

As a result of this procedure and methodology, the following steps are involved:  

Step 1: First, the dataset must be loaded.  

Step 2: The second step includes pre-processing the date from the dataset such as stopping words, tokenizing, etc.  

Step 3: Feature selection includes features such as Tf-IDFs and Count Features.  

Step 4: Using a classicization model such as the Naive Bayes classifier is step 4.  

Step 5: We are going to compare the new data with the old data, and we will determine whether the text is true or false, 

and find out whether it has a probability score greater than 0. The text will be considered fake news if the probability 

score exceeds 0 and the text will be considered true otherwise.    

 

 

FAKE NEWS DETECTION ALGORITHM: 

A fake news detection algorithm works as follows: The text is initialized, counted, and tokenized in the document as 

part of the scoring system. A Naive Bayes algorithm will be used to remove stop words, and common words from the 

text or paragraph using the algorithm. After detecting quotes, it will eliminate the stop words and common words. As a 

result, the Naive Bayes classifier will analyze the document and determine the probability and score of the text. Our 

model is initially trained with the training datasets before it is developed and finally tested with the testing datasets. 

Depending on the score, the text in the document will be classified as fake news or real news.   

 

ALGORITHM 

1 For each doc in Documents 

2 pCount <- sigma(number of paragraphs)  

3 Tokenize doc by paragraph 

4 FakeRank <- 0 

5 For each paragraph in doc 

6      qScore <- (number of quotes) 

7      if qScore > 0 then 

8             A-score <- 0 

9             For each quoteset 

10                quote_cl classify.naivebayes(quoteset_attribution_space, d) 
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11                If quote_cl 

12                          A-score <- A-score +1 

13                Else 

14                          A-score ← A-score-1 

15                return A-score 

16         FakeRank <- FakeRank + A-score 

17 If FakeRank >=0 then 

18         docLabel <- real 

19 If FakeRank < 0 then 

20        docLabel-fake 

 

CLASSIFICATION USING NAÏVE BAYES CLASSIFIER: 

Based on the Bayes theorem, naive Bayes is a supervised learning algorithm that can be used to solve classification 

problems. By calculating the number of words, verb count, etc., it predicts using a probability based classifier.  

 

In order to generate the likelihood table, first convert the dataset into frequency tables, then find the probability of each 

feature given. Finally, calculate the probability.    

 

CONCLUSION: 

As of now, the spread of fake news is one of the biggest problems which we face. This paper shows how to detect fake 

news using this algorithm effectively. In today's world, we are so confused about any news we receive that it is hard to 

tell whether the news we receive is fake or not. Therefore, this fake news detection system was developed in order to 

eliminate the issues associated with fake news. Our system uses Processing (NLP) and Machine Learning algorithms 

like Naive Baye’s classifiers to classify news inputs as real or fake and then gives the percentage of news that is detected. 

The model will be trained initially by taking the use of the appropriate training datasets and then tested by using the 

appropriate testing datasets. In accordance with the scores and probability calculated from the algorithm, a news story 

will be deemed either fake or real.    
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